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Abstract—This paper presents a prediction model of student
interest to join in the MBKM (Merdeka Belajar Kampus Merdeka)
program. The MBKM is a new learning program launched by
the Indonesian ministry of Education and Culture to improve the
quality and competency of the students. This program offers a
freedom to the students in accomplishing their study. Since this is
a new program, knowing the students interest is very important in
preparation, implementation, and improvement of the program.
The students interest can be known through a survey, but this
is time consuming and expensive. While a survey is difficult to
be done, a prediction would be an alternative solution to know
the student interest. Machine learning is applied to predict the
students interest by implementing support vector machine (SVM)
as the leaming algorithm. The machine learning is built using
a dataset that was obtained through a survey to the students at
the Department of Informatics, Universitas Pembangunan Jaya
(UPJ). The result shows that the machine learning was able to
predict the student interest with accuracy up to 89.29%.

Index Terms—Machine learning, support vector machine
(SVM), prediction, MBKM program.

[. INTRODUCTION

It was reported that total unemployment in Indonesia was
9.77 million people in 2020 [1] and 9.10 million people in
2021 [2]. The high unemployment rate is a problem that must
be solved by the government. This is not a simple problem
where the solution needs involvement and cooperation of
several departments (ministries). The ministry of Education
and Culture is one of the involved departments in solving this
problem. The ministry of Education and Culture has a respon-
sible to make the education especially at the higher education
institutions (HEIs) producing qualified graduates who meet
national interests and increase national competitiveness [3].

The HEIs are the place where the students build hard
and soft skills such that are ready to build a professional
career after graduate. Unfortunately, many fresh graduates
have difficulty to obtain proper jobs. This case is happen in
many countries and caused by many factors, such as lack
of competencies and experiences of the fresh graduate, and
mismatch between the education and industries [4]-[6].

In order to minimize the unemployment rate, the Indonesian
ministry of Education and Culture launched a new program

known the MBKM program in February 2020. The MBKM is
stand for merdeka belajar-kampus merdeka or freedom to leam
- independent campus. This program offers a freedom to the
students in completing their study program. The students are
given opportunity for one semester (equivalent to 20 credits) or
two semesters (equivalent to 40 credits) to take courses in other
departments, other universities, or event more in industries.
The MBKM program consists of eight activities: 1) internship
in industries, 2) community service projects in villages, 3)
teaching in school, 4) student exchanges, 5) conducting re-
search, 6) conducting entrepreneurial activities, 7) independent
project studies, and 8) join in the humanitarian program. The
students are free to choose one of the activities. The MBKM
program allows the HEIs to be more flexibility, independent,
less bureaucratic, and innovative in producing higher qualified
graduates [7]. The program gives more emphasizing to the
educational outcome to produce more competitive graduates
in the global job market.

As a new program, the MBKM raises positive and negative
responses from the students [8]. Regardless to the responses,
providing a good understanding about the program is very
important such that the students make good and reasonable
decision whether joining in the program or not. Several events
to socialize the program have been conducted by the ministry
as well as the universities. Not only the socialization, the
ministry is also providing supports for implementing the
program, such as policy, funding, and cooperation to industries
or other ministries [3], [9]-[12].

In order to make a good preparation and implementation of
the program, a knowing the students interest in participating
the program is very important [12]-[14]. While the students
interest is very high, the ministry and university have to make
preparation to accommodate the students. The high interest
will impact many students apply in the program. This has
to be anticipated in the implementation, such as selection
method, quota, funding, and evaluation method. However,
if the students interest is low, it remains some questions,
for examples: the students understanding to the program,
supports and policies of the university to the program, and




the effectiveness of the socialization. Data of the students
interest can be obtained through a survey [3], [12], [15], [16].
The survey might ask the students about the understanding,
socialization method, support and policy of the university,
expected benefit and impact, and the interest to the MBKM
program. However, conducting this survey is time consuming
and costly. As an alternative solution, the students interest can
be predicted instead of obtained through a survey.

Several prediction methods are available and one of them is
prediction using a machine learning. The machine leaming is
trained using a dataset to build an intelligence. The machine
learning has a goal to program computers using example data
or past experience to solve a given problem [17]. The fast
growing of machine learning is supported by several factors
such as the new learning algorithm and theory, online data
availability, and low cost computation [18]. The machine
learning has two main functions: classification and regression,
where both are applicable in prediction.

Several research works on applying machine learning in
prediction have been presented. Applying machine learning
to predict customer purchase intention has been presented in
[19]. A study of applying machine learning to predict election
results was was presented in [20]. The machine learning was
developed using dataset collected from Twitter. The study
resulted in a prediction model that was able to predict the
election result with accuracy 94.2 % over the given baselines.

This study presents a prediction of students interest to the
MBKM program using machine learning. The goal is to obtain
a prediction model for the student interest with high accuracy.
The machine learning is developed by applying the support
vector machine (SVM) as the learning algorithm. The machine
learning is trained using a dataset obtained through survey to
the students. Presentation of this paper is organized as follows.
Section I provides background and motivation of this study.
Section II discusses the machine learning and the survey for
collecting the dataset. Section IIT presents the result of this
study and discussing performance of the prediction model.
Finally, conclusion of the work is presented in Section TV.

II. METHODS
A. Support Vector Machine (SVM)

Machine learning is a part of artificial intelligence that
grows very fast since the last two decades. The machine
learning builds an intelligence through a learning process using
a dataset. There are several algorithms that can be applied in
the learning process of machine learning, and one of them is
support vector machine (SVM). The SVM has been widely
applied in real applications due to the performance efficiency,
especially in classification problem.

Basically, the SVM is a binary linear classification technique
as other techniques. However, the SVM promises that the
classes separation is done using an optimal margin between the
border line instances [21]. The optimal margin is the largest
gap separating the border line instances. These border line
instances are also known as the support vectors. The SVM is
also known as the optimal margin classifier. The concept of

Support vectors (class A)

. 'N::gin
.
.

e .
® Support vectors (class B)
o~
2
=
3
* [ ]
.
’
4 o ® :class A
L’ @ :classB

Feature 1

Fig. 1: An illustration of the SVM concept.

SVM is illustrated by the Figure 1. The figure shows a dataset
that consists of two different classes: class A and class B. Both
classes are separated by a solid line representing a hyperplane.
The hyperplane is located at the middle of the dashed lines
which 1s the border line. The support vectors are shown by
the instants (data) at the border lines.

The SVM has an advantage of capability to classify non-
linearly separable data. This capability is resulted by intro-
ducing Kernels into the SVM. The Kernels are mathematical
functions that transform the data into a new higher dimensional
space. Original space of the data is called as the input space,
while the new higher dimensional space is known as the
feature space. This transformation i1s to make the data to
be linearly separable by a linear surface (hyperplane) in the
feature space.

Mathematically, a Kernel is expressed by the following
equation:

K(z1,22) = 6(21)" 6 (x2) (1)

where 7; and x5 are two data points, ¢ is a mapping function,
superscript 1™ is a transpose operator, and K denotes Kernel.
For input space has rich features, it is sufficient to utilize the
identity function as the mapping function such that:

) =z (2)
Substituting (2) into (1) results in:
Kz, o) = .1.‘?.1:2 (3

The (3) 1s known as the linear Kernel and the SVM applying
the linear Kernel in known as the linear SVM. The linear SVM
is very efficient to be applied in a problem high dimensional
data. Accuracy of the linear SVM is close to the accuracy of
non-linear SVM, but the linear SVM is much faster in training
[22].

A geometrical illustration of the Kernel is shown in Figure
2. The figure shows a non-linearly separable data set in two-
dimensional space on the left side. This two-dimensional space
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Fig. 2: Geometrical representation of Kernel.

is known as the given space or the input space. A Kernel
is applied to transform the dataset into a higher dimensional
space. The result is shown by a figure on the right hand
side of the Figure 2. The figure shows that the dataset is
transformed into a three-dimensional space, which is higher
than the given space. This higher space is known as the feature
space. The dataset in the feature space is linearly separable by
a hyperplane.

B. Survey

A survey is done to collect real data of the students interest
to the MBKM program. The survey gives questions to the
students about understanding, support and policy from the
department and university to the MBKM, impact, benefits,
urgency, and interest to the MBKM program. These are
realized by twenty questions in an online survey as prepared
by the Indonesian Ministry for Education and Culture. The
survey is given to the students in Universitas Pembangunan
Jaya and including the students at Department of Informatics,
Universitas Pembangunan Jaya.

C. Machine Learning Development

A machine learning is developed using a computer program.
The applied computer program in this study is Python. Devel-
opment of the machine learning includes several steps that are
shown in Figure 3 and explained as follows.

1. Importing libraries is to set the required libraries into the
Python program. This libraries includes Pandas, Numpy,
and Scikit-learn. Pandas is a library for working with
data that is very convenience in exploring, cleaning, and
manipulating a dataset. Numpy or numerical Python is
a library applied in numerical computation. scikit-learn
is a library containing modules for building a machine
learning.

Loading a dataset is to pull a dataset into the Python

program. This dataset can be in csv file, txt file, or other

data-type files.

3. Pre-processing data is to prepare the data such that
properly applied in building a machine learning. The pre-
processing data is done for examples by cleaning the data,

2

removing incomplete data, and normalizing the data.
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Fig. 3: A flow chart in building a machine learning.

Defining features and target are to select which columns
data will be the features and target of the machine
learning. The features are the input data for the machine
learning, while the target is the reference data for the ma-
chine learning output. The machine learning is expected
to result output that is approaching the target.

Splitting data is to divide the dataset into two subsets
named the training data and the test data. The training
data is applied in learning process of the machine learn-
ing, while the test data is applied to examined the the
trained machine learning.

Building a machine learning is to create a machine
learning model by applying modules of the scikit-learn.
The built machine learning is applying SVM algorithm
in this study.

. Training the model is to build an intelligence on the

machine learning model through a learning process. The
learning process is carried out using training data, where
the model is given the features data as input and trained
to make a computation such that produces output close




to the target.

8. Validating the model is to test the trained model using
the data test. The trained model receives the feature data
as input and computes the output. The resulted output is
compared to the target and the different of both is defined
as an error.

9. Performance evaluation is to measure the performance of
the built machine learning. There are several metrics in
measuring the performance, where accuracy is the metric
in this study.

III. RESULTS
A. Survey Result as the Dataset

This study is only concerned to the students at Department
of Informatics, Universitas Pembangunan Jaya. Therefore, the
discussion is limited to the survey result of students in the
department. The survey received answers from 138 students.
The survey result show that 94 students (68%) are very
interested, 39 students (28%) are moderate, and 5 students
(4%) are not interested to the MBKM program.

The data resulted from the survey is applied as dataset to
build a machine learning. The machine learning is to predict
the students interest to MBKM program. However, not all of
the questions in the survey are properly applicable in building
a machine learning. Some questions have a potential to result
in unbalance and incomplete data. Therefore, the dataset is
composed using only 13 questions as listed in Table II in
the Appendix. Since the answers are not numerical data,
quantification is done to convert them into numerical values.

B. Machine Learning Prediction

A machine learning model is developed to predict students
interest into the MBKM program. The model is built by
implementing the SVM algorithm. The model is trained using
a dataset resulted through a survey. This dataset consists of 138
rows and 13 columns of data. The rows represents the asked
students, while the columns represents the questions. Table 1T
shows the 13 questions and the answer choices in the survey.
The question Q18 is the question that asks how the students
interest to the MBKM program, while the other questions ask
the students about understanding. preparation, and opinion to
the MBKM program and the impact. Therefore, in developing
this machine learning, the answers of question Q18 which is
the actual interest defined as the prediction target, while the
answers of other 12 questions are being the features data.

The dataset is randomly split into two sub-dataset, ie.
the training sub-dataset and the validation sub-dataset, with
splitting ratio 80:20 percents, respectively. The training sub-
dataset is applied in training the machine leaming in order to
build a prediction model. The validation sub-dataset is applied
to examine the prediction model to make a prediction based
on unknown data.

A machine learning model is developed using the SVM
algorithm. The model is trained using the training sub-dataset
that consists of 12 feature. The trained model is then tested
to predict the student interest based on the features data

of validation sub-dataset. Evaluation of the model is done
by comparing the predicted interest and the actual interest.
Based on the evaluation result, the developed model results
in prediction accuracy of 82.1%. The model was developed
using 12 features. It is interesting to observe how the features
affects the prediction accuracy. Therefore, several models are
developed using different features.

The second machine learning model is built and trained
using 11 features by eliminating the feature data of Q1. The
result show that the second machine learning model result
in prediction accuracy of 85.71% which is better than the
first machine learning model. Next, the third machine learning
model is built and trained using 11 features by removing the
Q3. The result shows that the third machine leaming resulted
in 85.71% prediction accuracy which is the same as the second
model.

Similarly, other machine learning models are built using 11
features by eliminating different features as listed in Table L
Evaluation result of each models is presented as prediction
accuracy in the table. The best accuracy using the eleven
features were achieved by eliminating the feature of Q14, Q15,
or Q15, where prediction accuracy of the machine learning
reached 89.29%. On the other hand. removing the feature of
Q13 resulted in the lowest prediction accuracy which is 75.0%,
and followed by removing the feature of Q7 with prediction
accuracy 78.57%. These results show that the questions Q7 and
Q13 are the most critical questions for knowing the student
interest.

IV. CONCLUSIONS

A machine-learning prediction of student interest to the
MBKM program has been presented. Initially, data of the
student interest was collected through a survey. The survey
was conducted by giving questions about the MBKM program
to the students at Department of Informatics in Universitas
Pembangunan Jaya. The survey received answers from 138
students. The result shows the students interest to the MBKM
program, where 68% students are very interested, 28% stu-
dents are moderate, and 4% are not interested. The machine
learning was developed by implementing the SVM algorithm
and utilizing the survey data as a dataset. The dataset is
split into 80% for training and 20% for testing. Simulation
results showed that the machine learning was able to predict
the student interest to he MBKM program with accuracy up
89.29%. Varying the applied features of dataset in building
the machine learning resulted in different prediction accuracy.
Removing the Q13 feature resulted in a significant reduction in
the prediction accuracy. This indicates that the questions Q13
is the most critical question for knowing the students interest
to the MBKM program.

This study presents a breakthrough in predicting the student
interest to the MBKM program by applying machine learning.
The prediction is done very quickly and might save the time
and cost. Since this study uses only a small dataset, the further
improvement of machine learning by applying a larger dataset
should be a concern in further studies.




TABLE I: Machine Learning Prediction Results

Number
of
Features

Prediction
Accuracy

Eliminated

Applied Features Feature

Q1.0Q3,Q5.Q7.Q8, 9,
Q10, QI1, Q13, Ql4,
Q15, Q17

1 12 821 %

Q3, Q5. Q7. Q8. Q9.
Q10, QI1, Q13, Ql4,
Q15, Q17

(]

Q1 85.71 %

QL. Q5. Q7. Q8, Q.
Q10, QI1, Q13, Ql4,
Q15, Q17

Q3 B5.71 %

QL. Q3. Q7. Q8, Q.
Q10, QI1, Q13, Ql4,
Q15. Q17

B5.71 %

QL. Q3, Q5. Q8. Q9.
QL0, Q11, QI13, Ql4,
Q15. Q17

tn

Q7 T8.57 %

QL. Q3. Q5. Q8. Q9.
QL0 Q11, Q13, Ql4,
Q5. Q17

Q8 85.71 %

QL. Q3. Q5. Q7. Q8,
Ql0, QI1, Q13, Ql4,
Q15 Q17

Qo 85.71 %

Q1,0Q3,0Q5.Q7.0Q8,Q,
Qll, QI3, Ql4, QIs,
Q17

Q10 8214 %

Q1.0Q3,0Q5.Q7.0Q8,Q9,
Q10, QI3, Ql4. QI5,
Q17

Q11 85.71 %

Q1.Q3,Q5.Q7.0Q8, Q9,
QI0, QI1. Ql4, QIs.
Q17

10 11 Q13 75.0 %

Q1.03.05.Q7.Q8, (9,
Qlo. QL1 Q13, QI5,
QL7

Ql4 89.29 %

Q1.0Q3. 05, Q7. Q8. (9,
Qlo. QL1 Q13, Ql4,
QL7

Q15 89.29 %

Q1,0Q3,0Q5.Q7.0Q8,Q9,
Q10. QI1. QI3, Ql4,
Q15

QL7 89.29 %
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Di-

APPENDIX

The Table II shows the questions and optional answers
in the survey and the answer quantification. The questions
and optional answers in the survey were originally given in
Indonesian and translated into English as presented in the
table.




TABLE II: The questions and optional

answers in the survey.

Question Questions Answer choices Quantified
code answer
a) Knowing the overall policy. 3
Q1 How well do you know about the MBKM policy? b) Knowing most of the contents of the policy. 2
¢) Knowing a little. 1
d) Don’t know at all. 0
a) Ministry of Education and Culture online chan- 1
Q3 ‘Where did you get the information about the MBKM policy? nel [wﬁbmﬁ qr social mbd.m). A .
b) Offline/online socialization activities organized |
by the Ministry of Education and Culture. -
¢) University online channel (website or social 3
media). -
d) Offline/online socialization activities organized 4
by universities.
e) Community communication channels (e.g. 5
alumni community or lecturer community ). .
) Mass media. 6
2) Others: 7
Does your study program have any previous programs that match a) Yes 1
Q5 the form of the Independent Learning-Independent Campus b) No 0
(MBKM) activity?
Do curriculum documents, guidelines and operational procedures a) Yes 2
Q7 for participating in MBKM activities already exist in your study by No 1
program? ¢) I do not know. 0
a) Yes 2
Q8 Have you prepared yourself to be a part of MBKM acti b) No 1
¢) Not interested 0
i . . o : a) The study period becomes longer. 2
In your opinion, will learning activities outside the study program
@ have implications during the study period? b) Stay on time. !
¢) I do not know. 0
In your opinion, will off-campus leaming activities provide a) Yes 2
Q10 additional competencies such as skills in solving complex real b) May be 1
problems, analytical skills, professional ethics, etc.? c) Idt-, not know. 0
o — 2 a) Yes 2
Qll In your opinion, studying in another ?Fud)' program wu!l broaden b) May be 1
your perspective and provide the additional competencies needed? /
¢) I do not know. 0
In your opinion, how useful are you if you take part in MBKM a) Very useful 3
Q13 activities in developing competence/skills to prepare for work after b) Quite useful 2
graduation? ¢) Less Useful 1
d) Useless 0
In your opinion, how much of an increase in soft-skills did you get | a) No improvement at all. 0
Ql4 after you took part in MBKM activities in developing b) There is improvement but not good. 1
competence/skills to prepare you for work after graduation? ¢) There is a pretty good improvement. 2
d) There is improvement well. 3
e) There is an improvement very well. 4
——
Qs In your opinion, how important are MBKM activities to prepare for ;:; ;Z::{)::::mam i
- the post-campus period? . -
¢} Quite important 2
d) Not too important 1
e) Not important 0
——
Q17 In your opinion, do MBKM activities for higher education meet the ;:; ;i::a;r:able f
needs of future graduates? . .
¢) Not suitable 0
How are you interested in the MBKM program held by the a) Very interested 2
QI8 Directorate General of Higher Education, Research, and b) Moderate 1
Technology? ¢) Not interested 0
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